h. The algebra of matrices

In this section, we shall define a matrix and discuss some of the
ple operations by which two or more matrices can be combined.

ition and notation

- A rectangular array of numbers (real or complex)is called a marrix.
¢ array is usually enclosed within square or curved brackets,
us, the rectangular arrays

2 =3 :][ 3 =3 9 ) abe | 142 3—4i
s 4 8§ 6 -2 ok 1 S4id x+iy J
, TN | s+4it u4-7i
xys

(1
examples of a matrix. The individual members of the array are
led the elements of the matrix. Although we have defined a
trix here with reference to numbers, we can easily extend the
efinition to a matrix whose elements are functions. An example of
ch a matrix is

fl(x) .fa(x) f;(X) 4 (2)
L Ax) fi(x) fox)

here f;(x) are functions of x.
It is convenient to think of every element of a matrix as belonging
a certain row and a certain column of the matrix. Thus, referring
the third matrix in (1), we would say that (a b c) is the first row
f the matrix, (j k /) the second row, (r s ) the third row and
X y z) the fourth row of the matrix. Similarly, the matrix has

ee columns which are

a s b and c (3)
J k !
r 5 4
X y z

t is then obvious that every element of a matrix can be uniquely
haracterized by a row index and a column index. The element s,
>“iexample, belongs to the third row and the second column, the
‘Fnt z belongs to the fourth row and the third column, etc.

~ a matrix has m rows and n columns, we shall say that the matrix
‘Torder mxn (called ‘m by n’). A general matrix of order mXxn
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where the elemerits may be real or complex numbers or functions,
This may be condensed to the shorthand notation

A=[diJwscns (5a) '
which means that A is a matrix of order mXn whose ij-th element! is
a,,. It should be clear that 1<i<m and 1<j<n. If the order of
the matrix A need not be written explicitly, we may also express
this as

(A)i;=aij (5b)
which merely states that the ij-th element of A is a;;,

The zero matrix

A matrix A of arbitrary order is said to be a zero matrix if, and
only if. every e'ement of A equals zero. We shall denote a zero
matrix by 0 (not to be confused with the null element of a vector
spaes, which is also denoted by the same symbol). Thus, if Ais of
order mxn. then

A=0¢(A);,=0 for 1<i<m, I<j<n. (6)
If it is necessary to specify the order of a zero matrix, we may write
it as 0,4, It is evident that for any arbitrary matrix A,

A+(—A)=A—A=0. )

Combination of matrices

Before we proceed to discuss the combination of matrices and the
various identities and relations among matrices, the first logical step
would be to define the equality of two matrices.

In order that two matrices A and B be equal to each other, it
necessary, though not sufficient, that they be of the same order
Granted that A and B are of the same order, say mxn, we say that
A is equal to B if, and only if, every clement of A is equal to the
cg;responding element of B. Thus, if A=[a,;]mxn and BE[b;,-]..i-..
then !

: ' |
A=B<ea;;=b,;, for 1<i<m, 1< j<n. ﬁ
1An element in the i-th row and the j-th column of a matrix will be cz"l
the ij-th element of the matrix. ¥
.r""“' ‘l
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ALGEBRA OF MATRICES 17

This set of mn c?onditions extends the concept of equality of numbers
to that of equality of matrices.

- Matrix addition

- We may now define the addition and subtraction of two matrices
for which, again, both the matrices must be of the same order. If A
is the matrix defined earlier and C=[c;;]mxn. then the sum of A and

i C is defined as a matrix of the same order and whose ij-th element
equals the sum of the jj-th elements of A and C. Thus,

A+Cz[aij+ﬁ,]mzm or (A—{-C)‘-,:a,-,-—{—_c.-,-. (9)

Similarly, we define the difference of the two matrices A and C as a
matrix of the same order and whose elements are given by

A—C=la;;—Cijlmxn=—(C—A), (10a)

or (A—0Q)ij=—(C—A);;=a;;—¢.;. (10b)

Because of the fact that matrix addition is a simple extension of

the concept of addition of numbers, the law of matrix addition is

commutative. This means that just as any two scalars satisfy the

property a-+c=c+a, for any two matrices whose sum can be

defined (that is, which are of the same order), we have
A+C=C+A. (1)

ExampLE 1: Find the sum of the two matrices

A=[ 2 s o0 7 }B=[-10 3-3 }
e G 2 4 2. 2=2» .S
3 -4 8 —2 w305 w86 r14
Solution: Both the matrices are of order 3x 4, so that their sum
is deined and is given by

AS-C=f 921 53078430 7=3 = 15 34 |
—142 642 2-2 445 18 09
| 3—3 —4+5 8+6 —2+4 01142

The concept can obviously be extended to more than two matrices.
Thus, for any matrices A, B, C, D,..., all of the same order, we
have

(A4+B+CD+...)iy=(A)is+ B+ (Cus+D)is+ - - - (12)
Moreover, it is casy to see that in the triple sum A+B-+C, we may
‘ther first add A to B and then add the resulting matrix to C, or
™ tadd Bto C and then add the resulting matrix to A. In mathe-

»
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18 MATRIX ALGEBRA

(A+B)+C=A+(B+0). (13)

We say that the law of matrix addition is associative. _
This may seem to be a little trivial, but this is an important property

satisfied only by certain laws of higher algebra. To give a simple

example, itis easy to see that the law of matrix subtraction is not
associative;, thus,

(A—B)—C#A—(B-C). (14)
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